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This study investigates the effectiveness and efficiency of different embedding models for retrieval-
augmented generation (RAG) in the Hungarian language context. The research was motivated by
the need to build a chatbot for ClearService, a company whose internal documentation is entirely
in Hungarian. Since embedding model performance can vary significantly across languages, we
systematically evaluated eight widely used multilingual and cross-lingual embedders. Using Chro-
maDB as the vector database, retrieval performance was tested on a set of 50 domain-specific
Hungarian questions with evaluation metrics including Mean Reciprocal Rank (MRR), Recall@1,
and Recall@3.

Results revealed a clear performance gap among models: BGE-M3 achieved the highest retrieval
accuracy, followed by paraphrase-multilingual-MiniLLM and OPENAI-3 Small. Beyond accuracy, we
also performed a detailed timing analysis, including build time, search time, and per-query through-
put. The paraphrase-multilingual-MiniLM model proved to be the most efficient, sustaining up to
40 queries per second (QPS) with minimal latency, making it attractive for real-time applications.
In contrast, BGE-M3 and OPENAI-3 Small required higher computational resources due to their
larger embedding dimensions but compensated with superior retrieval quality. These findings em-
phasize the trade-off between accuracy and efficiency: while BGE-M3 remains the most effective
embedder for Hungarian-language retrieval, paraphrase-multilingual-MiniLLM represents the fastest
option for latency-sensitive, high-throughput deployments.
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