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In recent years, deep neural networks have reached very impressive performance in the task
of image classification. However, these models require very large datasets with labeled training
examples, and such datasets are not always available. The labeling process is often very expensive,
or it is very difficult even for experts in a particular field. That is what can lead to the use of
databases with label noise, which contain incorrectly labeled instances. Therefore, it is important
to examine training on this kind of datasets. According to a widely accepted assumption, deep
networks learn consistent, simple patterns in the beginning, and then it is followed by the learning
of the harder examples with possibly incorrect labels. So treating the label noise in the train set
can lead to a better generalization ability instead of overfitting to the wrong examples.

In this work, we investigate the possibilities of improving a classifier (which is an ensemble
of deep neural networks) by handling the label noise in the training dataset. We classify with an
ensemble of convolutional neural networks (CNNs). At the start, we train that ensemble on the
original training dataset. Then we are going to apply a label noise cleansing technique on that
data. Finally, we take a CNN ensemble with the same structure as our original CNN ensemble,
and train it on the new dataset gained after treating the label noise. We evaluate and compare the
performance of the ensemble classifiers and draw conclusions. Our goal is to study label correcting
neural networks for preprocessing purpose. Preprocessing can be either relabeling or deleting items
detected to have noisy labels. After preprocessing, usual CNNs are applied for the data. With
preprocessing, the performance of very accurate convolutional networks can be further improved.

We conduct experiments on the MNIST dataset [2], which contains handwritten digits. It
consists of images with 28× 28 grayscale pixels. The size of the training set is 60 000 examples and
the test set has 10 000 samples. However, it contains some misleading items. We shall consider these
misleading instances as inaccurately labeled ones so we can apply some known methods elaborated
to handle noisy labels.
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